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Introduction
Sepereated and Unified Anomlay Detection
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Separated Paradigm
one model for one class

Unified Paradigm
one model for all classes

The unified anomaly detection attempts to detect multi-class anomalies using a single model.
Compared to the separated mode, the unified AD is more challenging as it requires handling
more complex data distributions.
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Introduction
ü The common anomalies can be detected

using their own contextual information.
ü The camouflaged anomalies are hard to

detect using only query images.

How to effectively utilize the normal image prompts to improve unified anomaly detection?
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Our Method
OneNIP

OneNIP is built on the state-of-the-art UniAD, which mainly consists of unsupervised
reconstruction, unsupervised restoration, and supervised refiner.
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Our Method
Revisiting UniAD.

UniAD is the first work to study the unified anomaly detection using a transformer
reconstruction network. The layer-wised query decoder is one of core components.
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Our Method
Revisiting UniAD: Layer-wised Decoder in UniAD

learnable query embedding 
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query token of i-th 
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Eq.1 Layer-wise query decoder

NM Att

NM Att

MLP

Decoder

learnable query 
embedding 

query feture of i-th 
block of decoder  

query feat 
of encoder 



Learning to Detect Multi-class Anomalies with Just One Normal Image Prompt (ECCV 2024) 7

Our Method
How to utilize normal image prompt? unidirectional decoder
A simple and naive manner is to directly replace the learnable query embedding in the LQD
with the normal image prompt token from the encoder, thereby enabling the interaction
between the prompt and query.

Issue: The static prompt may not be flexible enough and may fail to align with the query token
especially when the query token is continuously updated in the decoder.

Eq.2 unidirectional decoder with static prompt
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Our Method
How to update normal image prompt and query token dynamically ?
bidirectional decoder

Eq.2 unidirectional decoder 
with static prompt

normal image token from the 
last block of encoder

Eq.1 layer-wise query decoder
feature-to-

prompt

Eq.3 bidirectional decoder with 
dynamic prompt

initalized by normal image and query 
tokens from last block of encoder 

In this way, the query token reconstruction not only
utilizes its contextual information but also leverages
the corresponding normal prompt dynamically.

prompt-to-
feature
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Our Method
Unsupervised Reconstruction Loss

For unsupervised reconstruction, we minimize MSE loss between the reconstructed normal
tokens and original normal tokens, that is
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Our Method
Unsupervised Restoration Loss

For unsupervised restoration, we minimize MSE loss between the restored pseudo anomaly
tokens and the corresponding normal tokens.

Here, we generate pseudo anomaly images using CutPaste and DRAEM. (adding corruptions
or disruptions to a normal training images)

corresponding 
normal tokens

reconstructed pseudo 
anomaly tokens
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Our Method
Supervised Refiner

We design a lightweight and pixel-level refiner based on reconstruction errors on normal and
pseudo anomaly tokens for achieving more anomaly segmentation
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Experiments
Comparisons with State-of-the-Arts

Results on Complex Distribution Results with Different Resolution
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Experiments
Qualitative Comparisons with State-of-the-Arts
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Experiments
Ablation Studies
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Conclusions

p We propose a simple yet effective anomaly detection framework that
learns to detect multi-class anomalies with one normal image prompt.

p We propose a bidirectional decoder to dynamically update the prompt and
query tokens and promote their interaction.

p To enhance the prompt guidance, we introduce pseudo anomaly images
and propose an unsupervised restoration stream.

p We propose a lightweight and pixel-level refiner, which greatly boosts
anomaly segmentation performance.
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